Izhodišča za posvet o nadaljnjem razvoju jezikovnih virih in tehnologij
30. januar 2025 ob 9 uri
[bookmark: _Hlk219987128]Ministrstvo za digitalno preobrazbo organizira javni posvet namenjen pripravi dveh novih ukrepov za nadaljnji razvoj jezikovnih virov in tehnologij v Sloveniji. Pripravili smo pregled v preteklosti izvedenih ukrepov, rezultatov, Pregled projektov, ki so v teku in izhodišča na dva nova javna razpisa. Gradivo je namenjeno razmisleku, kam usmeriti razvojne aktivnosti, da dosežemo največje dobrobiti za vse deležnike.
V preteklosti izvedeni ukrepi:
Razvoj slovenščine v digitalnem okolju (RSDO)
Trajanje projekta: 2019 - 2023
Vrednost projekta: 4 MIO EUR
Razpisovalec: MK
Razvoj slovenščine v digitalnem okolju | Slovenščina.eu
Cilj projekta je bil zadovoljiti potrebe po računalniških izdelkih in storitvah s področja jezikovnih tehnologij za slovenski jezik za raziskovalne organizacije, za podjetja in za širšo javnost.
Razvoj jezikovnih tehnologij je ključnega pomena za preživetje jezika v digitalni dobi, saj se sicer ne bodo mogli vključiti v nove načine komunikacije, metode dela in preživljanja prostega časa, ki bodo na voljo v prihodnosti.
Odprti dostop: Vsa programska koda in zbirke podatkov, ki bodo nastale med projektom, bodo javno dostopne pod odprtokodno licenco, vse aplikacije pa bodo na voljo tudi na javnem portalu RSDO, kjer jih bo vsak lahko preizkusil in uporabljal.
Jezikovni viri: V prvem sklopu so nadgrajeni slovenski besedilni korpusi in leksikon besednih oblik. Prenovili so učne množice in postopke za strojno označevanje sodobne slovenščine. Rezultat so osveženi in povečani jezikovni viri, ki so na voljo tako uporabniški skupnosti kot za strojno rabo. Z razvitimi postopki in orodji je posodabljanje slovenskih korpusov hitrejše in preprostejše.
Govorne tehnologije: Izdelana govorna baza, ki je osnova za izdelavo splošnega razpoznavalnika govora, izdelana podporna orodja in postopki za razvoj robustnega splošnega ter specializiranega razpoznavalnika, razvoj portala s podpornimi orodji in modeli razpoznave ter priprava dolgoročnega načrta nadgradnje splošnega razpoznavalnika z velikim slovarjem besed ter načrta izdelave razpoznavalnika v realnem času za domeno izobraževanja.
Semantični viri in tehnologije: Izdelana osrednja digitalna slovarska baze, ki združuje različne tipe jezikovnih podatkov o slovenščini v odprtem dostopu, avtomatska izdelava baze znanja oz. semantične mreže, izdelava virov in orodij za razdvoumljanje pomenov in prepoznavanje semantičnih premikov ter za avtomatsko povzemanje in odgovarjanje na vprašanja, izdelavo korpusov za izvajanje semantičnih analiz.
Strojno prevajanje: nameščen referenčni prevajalnik ter razvita podporna orodja in definirane evalvacijske metode, testirana alternativna ogrodja nevronskega strojnega prevajanja (NMT), izdelani modeli NMT in njihovo osveževanje glede na rast korpusa prevodov, razvoj dela portala s strojnim prevajalnikom, pripravljen dolgoročni načrt za razvoj strojnega prevajalnika v domeni izobraževanja ter načrt za nadaljnji razvoj splošnega prevajalnika, zbiranje besedil za korpus prevodov.
Terminološki portal: Izdelan terminološki portal z iskalnikom po terminoloških virih in spletnim konkordančnikom za analizo specializiranih korpusov, orodja za luščenje terminoloških kandidatov iz korpusov, spletnega urejevalnika terminoloških virov, smernic in navodil za sestavljanje terminoloških virov z vzorčnimi podatkovnimi zbirkami, vzpostavljena svetovalnica za reševanje terminoloških vprašanj in zagotovitev ažurne objave odgovorov ter priprava načrta razvoja in nadgradnje terminološkega portala po zaključku projekta.
Vzdrževanje infrastrukturnega centra za jezikovne vire in tehnologije: Zagotovljene obstoječe in nadgrajene storitve infrastrukture CLARIN.SI, poskrbljeno za razvoj in vzdrževanje shem XML, za distribucijo jezikovnih virov in orodij ter zagotoviti odkup obstoječih jezikovnih virov ter informirati uporabnike o projektnih rezultatih.

Projekti v izvajanju

Prilagodljiva Obdelava naravnega jezika s pomočjo Velikih Jezikovnih Modelov (PoVeJMo)
Trajanje projekta: 2023 – 2026
Vrednost projekta: 3.448.655,94 EUR (sofinanciranje); 4.075.621,25 EUR (skupna vrednost)
Razpisovalec: ARIS
PoVeJMo - Prilagodljiva Obdelava naravnega jezika s pomočjo VElikih Jezikovnih MOdelov
Izjemno veliki jezikovni modeli, kot so GPT-5, Gemini 1.5, Claude itd., so pokazali izjemen napredek in sprožili plaz razvoja aplikacij umetne inteligence, vendar so zaradi zaprtosti in netransparentnosti, visokih računskih zahtev in visoke cene prilagoditev nedosegljivi za večino raziskovalnih organizacij in podjetij. Po drugi strani so se pred časom pojavili tudi bistveno manjši, odprto dostopni modeli, kot so LLaMA, Gemma itd., ki jih je možno naučiti ali prilagoditi za posamezne naloge na običajnih GPU računalnikih, in dosegajo skoraj enako kakovost delovanja.
V projektu je bilo razvitih več računsko učinkovitih odprtodostopnih velikih jezikovnih modelov. Zgrajen odprto dostopen model GaMS za slovenščino je prvi tak model za morfološko bogat jezik z malo viri. V projektu so bile izdelane tudi podatkovne množice za sledenje ukazom, ki so osnova za nadaljnje prilagoditve modela GaMS specifičnim potrebam aplikacij, na voljo so tudi za širšo akademsko in industrijsko rabo.
V aplikativnih projektih se osnovni model GaMS prilagaja na naslednje načine.  
1) Za pripravo predstavitvenih gradiv in predstavitve podatkov v muzejski rabi ter za napredne muzejske interaktivne aplikacije.
2) Za uporabo pri prepoznavanju in sintezi slovenskega govora, kjer je z računsko učinkovito inačico modela GaMS omogočena integracija govornih tehnologij v napredne industrijske aplikacije.
3) Za uporabo v medicini, kjer je bil model GaMS obogaten z medicinskimi besedili in ukazi s področja klinične in ambulantne rabe.
4) Za uporabo pri generiranju infrastrukturne kode, kjer so bile tehnologije za računsko učinkovite velike jezikovne modele in razvite cevovode za izgradnjo ukaznih in dialoških učnih množic uporabljene za generiranje opisa računalniške infrastrukture v programski kodi.
Poleg aplikacij je projekt zgradil še temeljno infrastrukturo za aplikacije umetne inteligence v slovenščini ter razvil rešitve, ki so koristne za druge jezike z malo viri.


Razpis Gravitacija - Umetna inteligenca za znanost 
Trajanje projekta: 1. 10. 2024- 30. 9. 2027
Vrednost: 2.250.000 EUR
Razpisovalec: ARIS

Projekt Umetna inteligenca za znanost (AI4Sci) si prizadeva revolucionirati uporabo umetne inteligence (UI) v znanstvenih raziskavah z odpravljanjem trenutnih omejitev metod UI ter z izboljšanjem zmogljivosti UI za uporabo na različnih znanstvenih področjih. AI4Sci se osredotoča na razvoj inovativnih metodologij UI in njihovo uporabo v fizikalnih znanostih, inženirstvu ter vedah o življenju, s čimer premika meje znanstvenih odkritij.
Prvi delovni sklop (DS) je namenjen razvoju razložljive umetne inteligence (XAI) za ustvarjanje interpretabilnih modelov iz kompleksnih podatkov. Globoke nevronske mreže so zelo učinkovite pri odkrivanju vzorcev v velikih podatkovnih zbirkah, vendar pogosto delujejo kot »črne skrinjice«, ki ponujajo malo razlage svojih napovedi. Ta netransparentnost predstavlja pomembno pomanjkljivost na znanstvenih področjih, kjer sta razumevanje in razlaga ključnega pomena. AI4Sci bo razvil nove metode XAI, ki bodo modele UI naredile bolj pregledne in zaupanja vredne. Ključne naloge vključujejo povezovanje klasičnih pristopov strojnega učenja z nevronskim učenjem predstavitev, prilagajanje obstoječih metod, kot sta SHAP in LIME, za kompleksna učna okolja ter uporabo metod XAI za spremljanje razvoja znanstvenih področij, načrtovanje genskih terapij in odkrivanje novega matematičnega znanja.
Drugi delovni sklop je usmerjen v razvoj in prilagajanje multimodalnih temeljnih modelov (FM), ki so sposobni obravnavati različne podatkovne modalnosti za različne znanstvene naloge. Ti modeli se širijo tako, da hkrati obravnavajo več modalnosti. AI4Sci bo razvil modele vida in jezika za nadgradnjo zaznavanja anomalij z besedilnimi opisi, ustvaril multimodalne temeljne modele, ki povezujejo besedilo, slike, zvok in druge vrste podatkov, ter te modele prilagodil specifičnim znanstvenim področjem, kot so medicina in zdravstvo, znanost o materialih ter vede o življenju. Na primer v medicini bodo multimodalni temeljni modeli omogočili razvoj avtomatiziranih sistemov za predhodno pregledovanje mamografskih slik ter prognostičnih orodij za primarni možganski rak, pri čemer bodo zagotavljali tudi besedilne razlage sprejetih odločitev.
Tretji delovni sklop se osredotoča na razvoj metod UI za učenje znanstvenih modelov, predstavljenih z enačbami. Simbolna regresija in nevro-simbolni pristopi omogočajo odkrivanje znanstvenih zakonov in enačb iz podatkov. Vendar obstoječe metode pogosto ne vključujejo dovolj domenskega znanja, ki je ključno za zagotavljanje znanstvene veljavnosti in interpretabilnosti modelov. AI4Sci bo razvil pristope, ki temeljijo na verjetnostnih atributnih slovnicah, metode za odkrivanje različnih diferencialnih enačb ter algoritme za generiranje enačb iz podatkov ob hkratnem vključevanju domenskega znanja. Uporabe vključujejo ocenjevanje reakcijskih hitrosti v signalnih omrežjih odziva rastlin na stres, integrirano modeliranje vodnih ekosistemov ter odkrivanje enačb v elektrokatalizi in elektrokemiji.
Četrti delovni sklop je namenjen razvoju semantičnih virov za podporo odprti znanosti. Z ustvarjanjem in nadgradnjo ontologij ter baz znanja želi AI4Sci olajšati organizacijo, integracijo in razširjanje znanstvenih podatkov. Odprta znanost spodbuja preglednost in dostopnost ter zagotavlja, da so raziskovalni rezultati najdljivi, dostopni, interoperabilni in ponovno uporabni (načela FAIR). AI4Sci bo razvil nove semantične vire in razširil obstoječe, da bodo lahko natančno predstavljali kompleksne vrste podatkov in napredne metode strojnega učenja, opisovali optimizacijske naloge, algoritme in mere uspešnosti ter podpirali upravljanje in analizo podatkov na različnih znanstvenih področjih.
Skratka, AI4Sci si prizadeva premakniti meje tehnologije umetne inteligence in njene uporabe v znanstvenih raziskavah. Z napredkom na področju razložljive umetne inteligence, razvojem robustnih temeljnih modelov, avtomatizacijo znanstvenega modeliranja in spodbujanjem odprte znanosti bo projekt pomembno vplival na številna znanstvena področja. Čeprav je glavni poudarek projekta AI4Sci spodbujanje znanstvenih inovacij, bo naša zavezanost etičnim raziskovalnim praksam zagotovila, da bodo doseženi napredki koristili tako znanstveni skupnosti kot širši družbi.

Razpis Gravitacija - Veliki jezikovni modeli za digitalno humanistiko
Trajanje projekta: 1. 10. 2024- 30. 9. 2027
Vrednost: 2.250.000 EUR
Razpisovalec: ARIS
https://www.cjvt.si/llm4dh/

Sodelujoči pri projektu LLM4DH si prizadevajo razširiti raziskovalno dejavnost na področju jezikovnih tehnologij v slovenskem okolju, umetne inteligence in digitalne humanistike. Ta cilj je sestavni del Strategije UL 2022–2027 ter Nacionalnega programa za umetno inteligenco 2025. Projekt združuje vrhunske slovenske raziskovalce in institucije s področja jezikovnih tehnologij ter jih povezuje z vodilnimi raziskovalci in institucijami na izbranih področjih digitalne humanistike. Tako spodbuja inovacije in odličnost ter krepi mednarodni položaj slovenskega raziskovanja. Predvidene raziskave so usmerjene v pomembne prispevke k raziskavam na globalni ravni in imajo potencial za znanstvene preboje.
Cilj projekta je dopolniti znanstveni vpliv s širšim družbenim vplivom, z uporabo najsodobnejših tehnologij umetne inteligence in jezikovnih tehnologij za preoblikovanje digitalne humanistike ter za boljše razumevanje jezika, zgodovine, človeka in družbe. Projekt ustvarja vrhunske znanstvene rezultate ter organiziral vrsto dejavnosti, namenjenih diseminaciji in ozaveščanju javnosti, prav tako pa spodbuja javno sodelovanje ter državljansko znanost.
Projektni sklopi so:
1. Izboljšanje metod velikih jezikovnih modelov z jezikovnimi viri in razvoj slikovno-jezikovnih modelov
Ta sklop se osredotoča na izboljšanje velikih jezikovnih modelov (LLM) z uporabo visokokakovostnih jezikovnih virov, kot so leksikografske zbirke in ontologije. Razvili bodo metode za ekstrakcijo podatkov, kot so grafi znanja in velike količine besedil, ter ustvarili večjezične in slikovno-jezikovne modele, ki podpirajo boljše jezikovno razumevanje, predvsem za jezike z manj viri, kot je slovenščina. 
2. Veliki jezikovni modeli za jezikoslovje in upravljanje znanja
V tem sklopu bodo LLM-je uporabili za podporo jezikoslovnim analizam in upravljanju jezikovnega znanja. To vključuje izboljšanje leksikografije, razvoj metod za nevronsko preverjanje slovnice in pravopisa ter nove pristope k slovnični analizi večjezičnih korpusov, kar bo omogočilo poglobljene primerjave in razumevanje slovničnih struktur različnih jezikov. 
3. Veliki jezikovni modeli za govorjeni jezik
Ta sklop se usmerja v zbiranje, obdelavo in analizo govorjenih podatkov, ki so ključni za razvoj LLM-jev s sposobnostjo razumevanja vsakdanjega govora. Vključuje sistematično zbiranje glasovnih posnetkov, njihovo transkripcijo in semantično ter pragmatično obdelavo, pa tudi razvoj metod za avtomatsko prepoznavanje domensko specifičnega govora in napredne govorjene jezikovne tehnologije. 
4. Napredne tehnologije za digitalno humanistiko
Ta sklop se osredotoča na razvoj specializiranih jezikovnih tehnologij za raziskovanje digitalnih humanistike, vključno z interakcijskimi grafi entitet, metodami za diahrono (časovno) analizo pomenov, prilagojenimi multimodalnimi modeli za analizo slik in sistemi za odkrivanje protislovij v dokumentih. To omogoča raziskovanje zgodovinskih besedil, sentimenta, povezav in vizualnih vsebin na nove načine. 
5. Izbrani izzivi digitalne humanistike
V tem sklopu se projekt ukvarja s konkretni raziskovalnimi izzivi v humanistiki, kot so historiografija, folkloristika in pravo. S pomočjo LLM-jev in drugih jezikovnih tehnologij bodo razvili rešitve za kritično analizo diskurzov, pridobivanje znanja iz zgodovinskih korpusov, analizo motivov iz ljudskih pripovedi in podporo pravnim raziskavam. 
6. Evalvacija in razumevanje velikih jezikovnih modelov
Ta sklop se osredotoča na vrednotenje zmogljivosti LLM-jev in razvoj meril ter benchmarkov za kompleksne naloge, vključno z razumevanjem metafor, ironije, pragmatike, govornega jezika in zaznavanjem pristranskosti. Prav tako bodo razvili metode za poglobljeno razumevanje in pojasnjevanje obnašanja LLM-jev, s čimer prispevajo k bolj transparentnim in robustnim jezikovnim tehnologijam. 
7. Upravljanje in diseminacija
Ta operativni sklop podpira vodenje projekta, koordinacijo, upravljanje podatkov, etične smernice, spremljanje tveganj in diseminacijo rezultatov. Aktivnosti vključujejo izdelavo načrtov upravljanja podatkov, komunikacijskih strategij in deljenje rezultatov ter orodij z znanstveno in širšo javnostjo. 




Slovenska tovarna umetne inteligence – SLAIF
Vrednost 10 MIO EUR
Trajanje: 2025 – 2027
Razpisovalec: MVZI
Slovenska tovarna umetne inteligence – SLAIF - SLING

SLAIF in gospodarstvo: Slovenska tovarna umetne inteligence bo v okviru projekta SLAIF spodbujala vpeljavo umetne inteligence in z njo povezanih inovacij na različnih gospodarskih področjih. Poglavitni cilj projekta je, da Slovenija ostane med vodilnimi državami pri digitalni preobrazbi z uporabo umetne inteligence. Projekt bo igral osrednjo vlogo pri zelenem prehodu, kjer je umetna inteligenca ključnega pomena pri optimizaciji energetskih sistemov, spremljanju stanja v okolju, pametnem kmetijstvu ter spodbujanju trajnostnega razvoja v različnih gospodarskih disciplinah. V zdravstvu in biotehnologiji bo projekt SLAIF podpiral analize raznolikih medicinskih podatkov in spodbujal uvajanje personalizirane medicine, slovenska farmacevtska industrija pa bo s pomočjo orodij za odkrivanje zdravil na osnovi umetne inteligence hitreje razvijala nove pristope v zdravljenju. SLAIF bo podpiral tudi uvajanje in uporabo jezikovnih tehnologij v digitalne storitve, medije in kreativni sektor, ter uvajanje metod umetne inteligence v različne znanstvene discipline, npr. z orodji za razvoj novih materialov.


Samodejno podnaslavljanje televizijskih programov za invalide 

Trajanje projekta: 1.1.2025 – 31.12.2028
Vrednost projekta: 1.204.411,76 €  
Razpisovalec: Ministrstvo za kulturo (NPO v okviru EKP21–27) 
Izvajalec: RTV Slovenija  
 
Kratek opis:  V Sloveniji je približno 1500 gluhih oseb, ki uporabljajo znakovni jezik, in okoli 200.000 naglušnih oseb. Težave s sluhom pa so pogoste tudi pri starejših, kar otežuje dostop do informativnih in razvedrilnih vsebin ter enakopravno vključevanje v družbo. Samodejno podnaslavljanje bo vzpostavljeno na različnih multimedijskih platformah in TV-signalu. Projekt bo potekal do leta 2028 in vključuje razvoj tehnologije, njeno integracijo v RTV-sisteme ter testiranje in optimizacijo delovanja. RTV Slovenija bo tako še izboljšala svojo vlogo javnega servisa in zagotovila večjo dostopnost vsebin za vse gledalce.

Namen/cilj projekta: Ključni cilj projekta je s pomočjo napredne tehnologije in umetne inteligence zagotoviti samodejno ustvarjanje podnapisov za televizijske vsebine. To bo omogočilo boljšo vključenost gluhih in naglušnih gledalcev, izboljšalo bo njihovo obveščenost ter jim omogočilo enakopraven dostop do informacij in kulturnih vsebin.


ALT - EDIC
Trajanje: od 2024 dalje
Slovenija med ustanovnimi članicami.

Je evropski konzorcij za digitalno infrastrukturo, ki podpira ekosistem jezikovnih tehnologij in prispeva k ohranjanju jezikovne in kulturne raznolikosti z združevanjem in krepitvijo proizvodnje jezikovnih virov in ocenjevanja jezikovnih tehnologij.

Gospodarski in institucionalni kontekst
· Potrebno je podpreti preoblikovanje trga.
· Potrebna je večja razpoložljivost visokokakovostnih podatkov.
· Potrebno je objektivnejše in primerjalno ocenjevanje.
· Za te vrste dejavnosti (ustvarjanje podatkov in organizacija ocenjevanja) so potrebne namenske javne službe, da se zadovolji povpraševanje.
· Potrebna so tako jezikovna znanja kot tudi jezikovno neodvisna infrastruktura.
· Shema EDIC, ki jo je decembra 2022 uvedel program Digital Decade Policy Programme 2030 (DDPP), ponuja prožen okvir za vzpostavitev skupnih digitalnih infrastruktur

Časovnica razvoja
Zavezništvo za jezikovne tehnologije je eno prvih EDIC, ki ga je decembra 2023 predlagalo 10 držav članic in je bilo ustanovljeno s sklepom Komisije 7. februarja 2024
· Mednarodna organizacija s pravno osebnostjo v vsaki državi članici EU
· Direktor je na položaju od januarja 2025
· Med januarjem in septembrom 2025 se je začelo 4 projekta EU (med katerimi 3 kot koordinator)
· Poteka zaposlovanje jedrne ekipe (6 stalnih zaposlenih do konca leta 2025, ~20 oseb predvidenih v letu 2027

Članice
Članice: (Belgija/)Flandrija, Bolgarija, Hrvaška, Češka republika, Danska, Finska, Francija, Grčija, Madžarska, Irska, Italija, Latvija, Litva, Luksemburg, Nizozemska, Poljska, Slovenija, Španija
Opazovalci: Avstrija, Belgija, Ciper, Estonija, Islandija, Malta, Portugalska, Romunija, Slovaška, Švedska.

Ključna prednost članic je, da združujejo vire, da bi bolje podprli svoj jezikovni tehnološki ekosistem.

Ključni cilji
Ohranjanje jezikovne in kulturne raznolikosti v Evropi. Spodbuja tehnološko odličnost in vodilno vlogo.
Spopadanje z izzivi velikih jezikovnih modelov, kot so: 
· Nadzorovanje kulturnih in jezikovnih pristranskosti
· Varčnost (podatki, računalniški viri, energija...)
· Interpretabilnost/Razložljivost
· Prilagodljivost

Ključne aktivnosti
· Podpora razvoju velikih jezikovnih modelov
· Združevanje in krepitev generiranja jezikovnih podatkov
· Prispevajte k razvoju ocenjevanja, certificiranja in normalizacije
· Olajšati prilagajanje obstoječih modelov potrebam uporabnikov
· Svetovanje ekosistemu jezikovnih tehnologij, vključno z upravo in državljani


Prioritete
Tehnološko vodstvo in strateška avtonomija
· Razviti in uporabiti jezikovne modele, ki jih proizvajajo akterji EU, bolje nadzorovati uporabo in izmenjavo podatkov ter povečati strateško avtonomijo
· Zgraditi robustno infrastrukturo z izkoriščanjem zbiranja podatkov, objektivne ocenjevanja, jezikovnih modelov in ekosistema. 
Spoštovanje evropskih pravil in vrednot 
· Zagotoviti ponovno uporabo evropskih podatkov znotraj Evropske unije in v skladu z njenimi vrednotami: skladnost z uredbami in vrednotami EU, kot so GDPR, direktiva PSI, uredbe o podatkih ali umetni inteligenci
· Spodbujanje etičnega in odgovornega razvoja jezikovnih tehnologij
Sodelovanje
· Zagotoviti sodelovanje med Evropsko komisijo, državami članicami ter zasebnimi in javnimi zainteresiranimi stranmi
Ozaveščanje
Spodbujati boljše razumevanje in lastništvo jezikovnih tehnologij in njihovih izzivov v EU za industrijo in evropske državljane
Jezikovna raznolikost
· Spodbujanje razvoja tehnologij za vse nacionalne in regionalne jezike, pri čemer se daje prednost jezikom z manj sredstvi
· Zagotavljanje ohranjanja jezikov
· Zagotavljanje tehnologij vsem državljanom EGP v njihovem jeziku, v skladu z vizijo EU o večjezičnosti



Projekti v izvajanju:
[image: Slika, ki vsebuje besede besedilo, posnetek zaslona, številka, pisava

Vsebina, ustvarjena z umetno inteligenco, morda ni pravilna.]




Sodelovanje industrije v projektih

LLMs4EU
· Razvoj temelji na konkretnih primerih uporabe
· Skoraj polovica partnerjev konzorcija so podjetja

LLM-BRIDGE
Projekt se ukvarja s start-upi prek treh programov:
· Podjetniško izobraževanje
· Inkubacija podjetij
· Pospeševanje

ALT EDIC Industrijski konzorcij
· Odprt za podjetja in organizacije za podporo podjetjem, ki se zanimajo za jezikovne tehnologije in so ustanovljena v Evropskem gospodarskem prostoru (EGP).
· Zagotavlja smernice o prednostnih nalogah razvoja jezikovnih tehnologij (LT) za ALT-EDIC in izvoli predstavnike v Odbor za strateško usmeritev, ki sprejema letne ali večletne strateške usmeritve.
· Ponuja forum za razvoj sodelovanja in oblikovanje novih projektov na področju jezikovnih tehnologij, zlasti projektov, ki vključujejo skupne podatke in primerjalne ocene, ki jih lahko podpira ALT-EDIC.

Prihodnost
· Nadaljnja rast ekipe – zaposlovanje poteka
· Začetek tehničnih dejavnosti
· Začetek delovanja industrijskega konzorcija
· Odprtje razpisa FSTP
· in še več...




Opisi projektov v izvajanju v okviru ALT EDIC

LLMsEU
Projekt LLMs4EU (Large Language Models for the European Union) koordinira ALT-EDIC in podpira veliko število partnerjev v evropskem ekosistemu velikih jezikovnih modelov. Projekt jim bo omogočil zbiranje jezikovnih podatkov ustrezne kakovosti in v zadostni količini za razvoj temeljnih velikih jezikovnih modelov ter modelov, prilagojenih posameznim jezikom, področjem ali industrijam, hkrati pa bo zagotavljal namensko podporo in storitve, ki bodo drugim omogočale nadaljnje prilagajanje (fine-tuning) razpoložljivih modelov.

Projekt LLMs4EU si prizadeva ohranjati evropsko jezikovno in kulturno raznolikost v digitalni dobi s sodelovanjem med gospodarskimi in akademskimi akterji. Nekateri evropski jeziki so namreč zaradi pomanjkanja virov za učenje jezikovnih modelov izpostavljeni tveganju, da bi bili izključeni iz razvoja generativne umetne inteligence.
Poleg tega projekt združuje nekatere vodilne evropske deležnike na področju generativne umetne inteligence z namenom zagotoviti, da bodo evropska podjetja, zlasti mala in srednja podjetja (MSP), imela dostop do orodij in virov, potrebnih za konkurenčnost na področju jezikovnih tehnologij, še posebej velikih jezikovnih modelov (LLM). Projekt se osredotoča na pet področij uporabe: energetiko, telekomunikacije, turizem, javne storitve in znanost.

Cilj je zagotoviti odprt dostop do velikih jezikovnih modelov (LLM) ter vseh orodij, potrebnih za njihovo uporabo, v vseh jezikih EU, pri čemer se bo projekt opiral na obstoječe evropske programe in strokovna znanja. Orodja, ki bodo dana na voljo evropskim podjetjem, bodo pokrivala celoten proces, od učenja velikih jezikovnih modelov do zagotavljanja njihove skladnosti z evropsko zakonodajo (Akt o umetni inteligenci, GDPR itd.).

Konzorcij, vzpostavljen okoli ALT-EDIC, vključuje organizacije, ki delujejo v 19 državah, kar zagotavlja dobro geografsko in jezikovno pokritost. Projekt bo razvil različne relevantne primere uporabe, s katerimi bo prikazal sposobnost evropskih akterjev za sodelovanje pri razvoju prilagojenih orodij za različne gospodarske sektorje, hkrati pa bo s pomočjo ustvarjanja in pridobivanja potrebnih podatkovnih zbirk v okviru projekta zagotovljena pokritost vseh jezikov EU.

Projekt bo, tudi preko finančne podpore tretjim osebam, zagotavljal namensko podporo in storitve, zlasti za mala in srednja podjetja (MSP), z namenom olajšati nadaljnje prilagajanje (fine-tuning) razpoložljivih modelov.
Projekt se financira iz Programa za digitalno Evropo. Začel se je marca 2025 in bo trajal tri leta.

LLM-BRIDGE
Projekt LLM-BRIDGE – LLM Booster za regionalne inovacije in digitalno rast v Evropi podpira zagonska podjetja (startupe) in rastoča podjetja (scaleupe) na hitro rastočem področju velikih jezikovnih modelov (LLM).
Cilj projekta LLM-BRIDGE je okrepiti nacionalne ekosisteme generativne umetne inteligence (GenAI) z zagotavljanjem podpore zagonskim in rastočim podjetjem, inkubatorjem ter vlagateljem, ki jo potrebujejo za razvoj in uvajanje izdelkov, temelječih na velikih jezikovnih modelih.
Projekt združuje konzorcij partnerjev iz desetih evropskih držav, koordinira pa ga ALT-EDIC. Kompetence partnerjev na področju podpore zagonskim podjetjem in inovacijam dopolnjuje njihovo tehnično znanje s področja generativne umetne inteligence in velikih jezikovnih modelov. Te zmogljivosti bodo zagonskim in rastočim podjetjem pomagale pri odgovorni in razširljivi integraciji LLM-jev. Konzorcij bo skupaj izvedel tri namensko zasnovane podporne programe, osredotočene na velike jezikovne modele:

Trije programi za doseganje učinkov
Program podjetniškega izobraževanja
Strukturiran izobraževalni program za zagonska podjetja v fazi pred začetnim financiranjem (pre-seed) in začetnega financiranja (seed). Udeleženci bodo deležni delavnic in individualnega mentorstva na temah, kot so vodenje podjetja, tehnološko in regulativno okolje, dostop do financiranja ter razvojne strategije.

Inkubacijski program
Inkubacijske storitve, namenjene pospeševanju validacije izdelkov in trga. Kjer bo mogoče, bodo zagonska podjetja imela dostop do prilagojenih tehničnih virov, kot so podatkovne zbirke in računske zmogljivosti, smernice za zagotavljanje skladnosti z zakonodajo ter podporo pri pridobivanju strank. Izbranim inkubatorjem in zagonskim podjetjem bo namenjenih več kot pol milijona evrov.

Pospeševalni program (Acceleration Programme)
Pospeševalni program za zagonska podjetja, ki ciljajo na financiranje v okviru serije A. Program bo zagotavljal prilagojeno podporo na področju investicijske pripravljenosti, skaliranja poslovanja in skladnosti z regulativo. Zaključil se bo z usmerjenim povezovanjem z vlagatelji.

Spletna stran: LLM-BRIDGE – Scaling European innovation with LLMs


OpenEuroLLM
Projekt OpenEuroLLM (Open European Family of Large Language Models – Odprta evropska družina velikih jezikovnih modelov) združuje vodilna evropska podjetja s področja umetne inteligence in raziskovalne institucije z namenom razvoja odprtokodnih jezikovnih modelov naslednje generacije.
Projekt OpenEuroLLM bo razvil družino visokozmogljivih, večjezičnih temeljnih velikih jezikovnih modelov, namenjenih uporabi v komercialnih, industrijskih in javnih storitvah. Pregledni in skladni odprtokodni modeli bodo demokratizirali dostop do visokokakovostnih tehnologij umetne inteligence ter okrepili sposobnost evropskih podjetij za konkurenčnost na svetovnem trgu in javnih organizacij za zagotavljanje učinkovitih javnih storitev. Konzorcij projekta združuje 20 vodilnih evropskih raziskovalnih institucij in centrov EuroHPC, koordinira pa ga Univerza Karlova (Češka), pri čemer je sopartner pri vodenju AMD Silo AI (Finska). ALT-EDIC projektu prispeva svoje zmogljivosti na področju ustvarjanja in upravljanja jezikovnih podatkov, vrednotenja jezikovnih tehnologij ter gradnje skupnosti.
Projekt OpenEuroLLM je usklajen s potrebo po krepitvi konkurenčnosti Evrope in njene digitalne suverenosti. Projekt predstavlja odličen primer tehnološke infrastrukture, ki je potrebna za zniževanje vstopnih pragov za razvoj in izpopolnjevanje evropskih izdelkov umetne inteligence ter hkrati ponazarja moč preglednosti, odprtosti in vključevanja skupnosti, vrednot, ki so široko priznane v evropskem tehnološkem ekosistemu.
Modeli bodo razviti v okviru trdnega evropskega regulativnega okvira, kar zagotavlja skladnost z evropskimi vrednotami ob hkratnem ohranjanju tehnološke odličnosti. S sodelovanjem z odprtokodnimi in odprtoznanstvenimi skupnostmi, kot so LAION, open-sci in OpenML, ter z dodatnimi strokovnjaki, zbranimi v Odprtem strateškem partnerskem odboru projekta, bo OpenEuroLLM zagotovil, da bodo modeli, programska oprema, podatki in vrednotenja v celoti odprti ter omogočali nadaljnje prilagajanje (fine-tuning in instruction-tuning) za specifične potrebe industrije in javnega sektorja.
Ti večjezični modeli ohranjajo tako jezikovno kot kulturno raznolikost ter evropskim podjetjem omogočajo razvoj visokokakovostnih izdelkov in storitev v dobi umetne inteligence. Projekt, ki mu je bil podeljen pečat STEP (Strategic Technologies for Europe Platform), gradi na podpori preteklih evropskih projektov ter na izkušnjah in rezultatih partnerjev, vključno z obsežnimi repozitoriji visokokakovostnih podatkov in predhodno razvitimi pilotskimi velikimi jezikovnimi modeli.
Projekt financira Evropska komisija v okviru Programa za digitalno Evropo. Začel se je 1. februarja 2025 in bo trajal tri leta.

ALT-EDIC4EU
Projekt ALT-EDIC4EU bo omogočil ALT-EDIC, da pospeši razvoj robustne in razširljive infrastrukture ter poveže evropski ekosistem jezikovnih tehnologij. Projekt je bil oblikovan na podlagi obsežnih posvetovanj s strokovnjaki, institucijami, javnimi organi in industrijo s strateških področij.
V projekt je vključenih 9 partnerjev, skupna sredstva Evropske unije pa znašajo 4 milijone evrov, zagotovljena iz Programa za digitalno Evropo v okviru razpisa DIGITAL-2024-AI-06. Projekt se začne januarja 2025 in bo trajal 48 mesecev.



PREDLOG NOVIH RAZPISOV V SLOVENIJI

JAVNI RAZPIS ZA IZBOR OPERACIJ »DIGITALIZACIJA SLOVENŠČINE (JR-ESRR-DIGI-SLO)«
Trajanje projekta: 2026–2029
Vrednost: 3,7 MIO EUR
Razpisovalec: MK

Ministrstvo za kulturo načrtuje financiranje projekta izdelave jezikovnih virov za potrebe gradnje velikih jezikovnih modelov in razvoj jezikovnih rešitev, ki bi bile namenjene področjem, ki jih pokriva MK. Osnutek javnega razpisa, ki bo sofinanciran iz ESRR, predvideva financiranje projekta, ki  vključuje:
· gradnjo oziroma nadgradnjo jezikovnih virov (korpusov), označenih v skladu z mednarodnimi smernicami, za nadaljnje raziskave in razvoj slovenskega jezika, objava virov v odprto dostopnih repozitorijih ter njihova uporaba v velikih jezikovnih modelih za slovenščino;

· digitalizacijo pisnih in govornih gradiv v slovenščini (pridobivanje jezikovnih podatkov za gradnjo in nadgradnjo korpusov in drugih besedilnih zbirk ter velikih jezikovnih modelov za slovenščino: 
digitalizacija jezikovnih podatkov javnih institucij; digitalizacija pisne in govorne kulturne dediščine, digitalizacija avtorskih gradiv v slovenščini, ki so rezultat človeškega ustvarjanja ter pretvorba digitaliziranih podatkov v obliko, primerno za učenje velikih jezikovnih modelov (VJM) in prenos podatkov v VJM za slovenščino – v okviru veljavne zakonodaje ter ob upoštevanju avtorskih pravic in varstva osebnih podatkov;
· prenos/vključitev gradiv v veliki jezikovni model za slovenščino (v okviru veljavne zakonodaje ter ob upoštevanju avtorskih pravic in varstva osebnih podatkov) za razvoj pametnih javnih storitev v slovenščini (tj. digitalnih storitev, produktov in procesov) s pomočjo umetne inteligence;
· razvoj pametnih javnih storitev v slovenščini (tj. digitalnih storitev, produktov in procesov) z orodji umetne inteligence
Procesiranje VJM za razvoj orodij umetne inteligence, ki omogočajo jezikovno dostopnost oziroma dostopnost do digitaliziranih jezikovnih gradiv v javnih ustanovah na področju kulture.
Namen javnega razpisa je pospešitev digitalizacije slovenskega jezika, predvsem v delu pridobivanja jezikovnih podatkov in njihove uporabe za gradnjo oziroma nadgradnjo jezikovnih korpusov in drugih besedilnih zbirk ter velikih jezikovnih modelov za slovenščino. Veliki jezikovni model, optimiziran za slovenščino, namreč omogoča boljšo uporabniško izkušnjo, prispeva k digitalni neodvisnosti slovenščine ter njeni enakopravni vključitvi v sodobne digitalne tehnologije. Namen javnega razpisa je tudi razvoj pametnih javnih storitev (digitalnih produktov, procesov, storitev) za izboljšanje jezikovne dostopnosti in dostopnosti do kulturnih vsebin, kar posledično prispeva h konkurenčnosti kulturnega sektorja. 
Cilj javnega razpisa je izboljšanje funkcionalnosti slovenščine v digitalnem okolju ter ustvarjanje naprednih pogojev za nadaljnje raziskave in razvoj slovenskega jezika. Cilj je skladen z nacionalnimi strategijami na področju digitalizacije, zlasti se vključuje v Slovensko strategijo trajnostne pametne specializacije S5. Cilj javnega razpisa prispeva k razvoju digitalnih rešitev z osredotočenostjo na digitalizacijo slovenskega jezika, kar je ključno za vključujočo in trajnostno digitalno preobrazbo družbe in gospodarstva. Krepi povezovanje kulturnega, raziskovalnega in gospodarskega sektorja ter omogoča razvoj naprednih digitalnih tehnologij, ki temeljijo na slovenskih jezikovnih virih. 
[bookmark: _Hlk219884727]Rezultati operacije (tj. digitalne storitve, produkti in procesi) tako predstavljajo osnovne gradnike za razvoj pametnih javnih storitev. Gre za investicijo v digitalno preobrazbo države, pri čemer so rezultati uporabni na vseh prednostnih področjih S5, zlasti na prednostnih področjih Pametna mesta in skupnosti ter Horizontalna mreža informacijsko-komunikacijskih tehnologij oziroma v vseh segmentih družbe. 
Rezultati bodo osredotočeni na področje kulture, poudarek pa bo na zbiranju virov in jezikovnega gradiva, tudi multimodalnega, saj je kombinacija jezikovno-slikovno-zvočnega gradiva uporabna zlasti za področje muzejev in galerij, med pričakovanimi rezultati pa je tudi nadgradnja obstoječih tehnologij za potrebe kulturnega sektorja (strojno prevajanje, povzemanje, poenostavljanje besedil, govorne tehnologije za potrebe javnih zavodov na področju kulture) oziroma razvoj novih rešitev.




Javni razpis za razvoj jezikovnih tehnologij na podlagi umetne inteligence
Trajanje projekta: 2026 – 2028
Vrednost projekta: 
Razpisovalec: MDP
Predmet ukrepa je spodbujanje razvoja rešitev z vgrajeno funkcionalnostjo umetne inteligence s področja jezikovnih tehnologij.
Z ukrepom slovenskim in evropskim podjetjem, zlasti MSP-jem želimo zagotoviti dostop do orodij in virov, s katerimi bodo postali konkurenčni na področju jezikovnih tehnologij, med drugim tudi za slovenski jezik, z uporabo velikih jezikovnih modelov (LLM). Med cilji so zbiranje jezikovnih virov, predvsem za slovenski jezik, izdelava jezikovnotehnoloških orodij ter razvoj ustreznih tehnologij za potrebe različnih sektorjev. , med njimi zlasti za naslednja področja kot so npr.: javna uprava, znanost, telekomunikacije, turizem, itd.
Za potrebe učenja sektorsko specifičnih modelov se pričakuje tudi povezovanje obstoječih repozitorijev, agregacija in čiščenje podatkov, generiranje sintetičnih vsebin ter spremljanje jezikovne pokritosti.
Izdelava kataloga, ki bo zbiral, opisoval in omogočal dostop do obstoječih odprtokodnih jezikovnih tehnologij in LLM-jev. Katalog naj vključuje metapodatke, filtre za iskanje in redne posodobitve, namenjene lažjemu prenosu znanja in ponovni uporabi modelov, zlasti za mala in srednja podjetja.
Razvoj metodologij in API-jev za prilagajanje velikih jezikovnih modelov specifičnim področjem uporabe. Zgrajena naj bodo orodja za učinkovito prilagajanje modelov, ki omogoča manjšim podjetjem uporabo sodobnih LLM-jev v skladu z evropskimi standardi.
Vzpostavitev standardiziranih postopkov testiranj modelov glede učinkovitosti, zanesljivosti skladnosti z zakonodajo in trajnostjo.
Predvidena je uporaba državnih pomoči GBER – RRI.
Ciljna skupina so slovenska podjetja, raziskovalne organizacije in zavodi. 

Odprta vprašanja:
Katere vsebine bi bilo smiselno še pokriti v tem razpisu, ki so nujno za nadaljnji razvoj jezikovnih tehnologij?
Ali v tem razpisu podpremo tudi nadaljnji razvoj velikih jezikovnih modelov? 
Licence za izdelane rešitve? 
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